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ABSTRACT

Data Mining is a technique used in various domains to give meaning to the available data and different types of data to be handled like numerical data, non-numeric data, image data...etc. In classification tree modeling the data is classified to make predictions about new data. Using old data to predict new data has the danger of being too fitted on the old data. In this we evaluated different types of data to be collected from UCI repository for classifying the data using the different classification algorithms J48, Naive Bayes, Decision Tree, IBK. This paper evaluates the classification accuracy before applying the feature selection algorithms and comparing the classification accuracy after applying the feature selection with learning algorithms.
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I. INTRODUCTION

As computer and database technologies develop rapidly, data accumulates in a speed unmatchable by human capacity of data processing[2]. Data mining as a multidisciplinary joint effort from databases, machine learning and statistics, is championing in turning mountains of data into nuggets. Researchers and practitioners realize that in order to use data mining tools effectively, data processing is essential to successful data mining. Primitive These are features which have an influence on the output and their role cannot be assumed by the rest.[1]. Feature selection can be found in many areas of data mining such as classification, clustering, association rules and regression. For example, feature selection is called subset or variable selection in statistics. In this survey, we focus on feature selection algorithms for classification. Early research efforts mainly focus on feature selection for classification with labelled data. (Supervised feature selection) where class information available. The latest developments however show that the above general procedure can be well adopted to feature selection for classification with unlabeled data, (or unsupervised feature selection) where data is unlabeled.

Feature selection is the process of selecting the best feature among all the features because all the features are not useful in constructing the clusters: some features may be redundant or irrelevant thus not contributing to the learning process. Feature selection, a process of choosing a subset of features from the original ones, is frequently used as a preprocessing technique in data mining. It has proven effective in reducing dimensionality, improving mining efficiency, increasing mining accuracy, and enhancing result comprehensibility. Feature selection methods can broadly fall into the wrapper model and the filter model. The wrapper model uses the predictive accuracy of a
predetermined mining algorithm to determine the goodness of a selected subset. It is computationally expensive for data with a large number of features. The filter model separates feature selection from classifier learning and relies on general characteristics of the training data to select feature subsets that are independent of any mining algorithms [1]. By reducing the number of features, one can both reduce over fitting of learning methods, and increase the computation speed of prediction. In this paper on the selection of a few features among several in a context of classification. Main interest in this paper is to design an efficient filter, both from a statistical and from a computational point of view.

Feature selection algorithms designed with different evaluation criteria broadly fall into three categories: the Filter model, the Wrapper model, and the Hybrid model [2]. The Filter model relies on general characteristics of the data to evaluate and select feature subsets without involving any mining algorithm. The Wrapper model requires one predefined mining algorithm and uses its performance as the evaluation criterion.

II. PROPOSED ALGORITHM

J48 is slightly modified C4.5 decision tree for classification. The C4.5 algorithm generates a classification decision tree for the give data set by recursive partitioning of data. The decision is grown using depth first strategy (DFS). The algorithm considers all the possible tests that can split the data set and selects a test that gives the best information gain. The formulations of J48 are proposed by and described below.

Input: T is training data

Output: A decision tree

1. If (T belong to the same category C) then Return N as a leaf node, and mark it as class C;
2. If attribute is the remainder samples of T is less than a give value, then Return N as a leaf node, and mark it as the category which appears most frequently in attribute, for each attribute, calculate its information gain ratio.
3. Suppose attribute is the testing attribute of N, the test attribute equal to the attribute which has the highest information gain ratio in attribute list.
4. If testing attribute is continuous, the find its division threshold.
5. For each new leaf node grown by node N

Suppose T is the sample subset corresponding to the leaf node. If T has only a decision category, then mark the leaf node as this category; else continue to implement J48-Tree

6. Compute the classification error rate of each node, and then prune the tree.

III. SYSTEM IMPLEMENTATION OF PROPOSED SYSTEM

The proposed algorithm is implemented using Java. The stepwise approach is as follows. The input to the system is given as an attribute relation file format (ARFF) file. A table is created in Oracle using the name specified in @relation”. The attributes specified under @attribute” and instances specified under @data” are retrieved from the ARFF File and then they are added to the created table. The Pre-process panel has facilities for importing data from a database, and for pre-processing this data using a filtering algorithm. These filters can be used to transform the data and make it possible to delete instances and attributes according to specific criteria.

Confusion matrix

A confusion matrix contains information about actual and predicted classifications done by a classification system. Performance of such systems is commonly evaluated using the data in the matrix. The following table shows the confusion matrix for a two class classifier.
The entries in the confusion matrix have the following meaning in the context of our study:

1. a is the number of correct predictions that an instance is negative,
2. b is the number of incorrect predictions that an instance is positive,
3. c is the number of incorrect of predictions that an instance negative, and
4. d is the number of correct predictions that an instance is positive.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

All together 13 datasets are selected from the UCI machine learning repository and the UCI knowledge discovery in databases (KDD) archive A summary of datasets is presented in Table 1. For each dataset, we run all Classification Algorithms Decision Tree, J48, IBK, Naive Bayes, on the original dataset as well as each newly obtained dataset containing only the selected features from each algorithm and recorded the overall accuracy by 10 fold cross validation.
Table 1: Details description of datasets used in the experiment

<table>
<thead>
<tr>
<th>S.NO</th>
<th>Name of the Dataset</th>
<th>No. Of Instances</th>
<th>No. Of attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>cmp</td>
<td>1473</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>hepatitis</td>
<td>155</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>ionosphere</td>
<td>351</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>labor</td>
<td>57</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>lung-cancer</td>
<td>32</td>
<td>57</td>
</tr>
<tr>
<td>6</td>
<td>mushroom</td>
<td>8124</td>
<td>23</td>
</tr>
<tr>
<td>7</td>
<td>pima_diabetes</td>
<td>768</td>
<td>9</td>
</tr>
<tr>
<td>8</td>
<td>sponge</td>
<td>76</td>
<td>46</td>
</tr>
<tr>
<td>9</td>
<td>spambase</td>
<td>4601</td>
<td>58</td>
</tr>
<tr>
<td>10</td>
<td>vehicle</td>
<td>846</td>
<td>19</td>
</tr>
<tr>
<td>11</td>
<td>waveform</td>
<td>5500</td>
<td>41</td>
</tr>
<tr>
<td>12</td>
<td>Zoo</td>
<td>101</td>
<td>18</td>
</tr>
<tr>
<td>13</td>
<td>nursery</td>
<td>12960</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 2: Classification Accuracy of Different Datasets.

<table>
<thead>
<tr>
<th>S.NO</th>
<th>Dataset</th>
<th>Decision Tree Accuracy</th>
<th>J48</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>cmp</td>
<td>54.99%</td>
<td>82.14%</td>
</tr>
<tr>
<td>2</td>
<td>Hepatitis</td>
<td>81.29%</td>
<td>83.87%</td>
</tr>
<tr>
<td>3</td>
<td>Ionosphere</td>
<td>89.46%</td>
<td>91.45%</td>
</tr>
<tr>
<td>4</td>
<td>labor</td>
<td>77.19%</td>
<td>73.68%</td>
</tr>
<tr>
<td>5</td>
<td>lung-cancer</td>
<td>78.13%</td>
<td>78.13%</td>
</tr>
<tr>
<td>6</td>
<td>pima_diabetes</td>
<td>73.31%</td>
<td>73.83%</td>
</tr>
<tr>
<td>7</td>
<td>Spambase</td>
<td>92.11%</td>
<td>92.11%</td>
</tr>
<tr>
<td>8</td>
<td>Vehicle</td>
<td>65.01%</td>
<td>72.46%</td>
</tr>
<tr>
<td>9</td>
<td>Waveform</td>
<td>73.80%</td>
<td>75.08%</td>
</tr>
<tr>
<td>10</td>
<td>Zoo</td>
<td>91.99%</td>
<td>92.08%</td>
</tr>
<tr>
<td>11</td>
<td>Nursery</td>
<td>94.69%</td>
<td>97.05%</td>
</tr>
</tbody>
</table>

Average Accuracy: 81.48%, 82.68%

Table 3: Classification Accuracy of J48, IBK, Naïve Bayes, Decision Tree

<table>
<thead>
<tr>
<th>S.No</th>
<th>Name of the Dataset</th>
<th>J48</th>
<th>IBK</th>
<th>Naïve Bayes</th>
<th>Decision Tree Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>cmp</td>
<td>52.14%</td>
<td>44.33%</td>
<td>50.78%</td>
<td>54.99%</td>
</tr>
<tr>
<td>2</td>
<td>hepatitis</td>
<td>83.87%</td>
<td>80.65%</td>
<td>84.52%</td>
<td>81.29%</td>
</tr>
<tr>
<td>3</td>
<td>Ionosphere</td>
<td>91.45%</td>
<td>86.32%</td>
<td>82.62%</td>
<td>89.46%</td>
</tr>
<tr>
<td>4</td>
<td>labor</td>
<td>73.68%</td>
<td>82.46%</td>
<td>89.47%</td>
<td>77.19%</td>
</tr>
<tr>
<td>5</td>
<td>lung-cancer</td>
<td>78.13%</td>
<td>68.75%</td>
<td>78.13%</td>
<td>75%</td>
</tr>
<tr>
<td>6</td>
<td>pima_diabetes</td>
<td>73.83%</td>
<td>70.18%</td>
<td>76.30%</td>
<td>73.31%</td>
</tr>
<tr>
<td>7</td>
<td>Spambase</td>
<td>92.11%</td>
<td>92.11%</td>
<td>92.11%</td>
<td>92.11%</td>
</tr>
<tr>
<td>8</td>
<td>Vehicle</td>
<td>72.46%</td>
<td>69.86%</td>
<td>44.80%</td>
<td>65.01%</td>
</tr>
<tr>
<td>9</td>
<td>Waveform</td>
<td>75.08%</td>
<td>73.62%</td>
<td>80%</td>
<td>73.80%</td>
</tr>
<tr>
<td>10</td>
<td>Zoo</td>
<td>92.08%</td>
<td>96.04%</td>
<td>95.05%</td>
<td>91.09%</td>
</tr>
<tr>
<td>11</td>
<td>Nursery</td>
<td>97.05%</td>
<td>98.38%</td>
<td>90.32%</td>
<td>94.69%</td>
</tr>
</tbody>
</table>

Average of Accuracy: 82.68%, 81.03%, 79.93%, 81.48%

Table 4: No of Features selected for each dataset with different feature selectors

<table>
<thead>
<tr>
<th>S.N O</th>
<th>Name of the Dataset</th>
<th>CfsSubsetEval</th>
<th>ChiSquareAttribEval</th>
<th>ConsistencySubsetEval</th>
<th>GainRatioAttribEval</th>
<th>InfoGainAttribEval</th>
<th>OneRAttribEval</th>
<th>PrincipalComponents</th>
<th>ReliefFAttribEval</th>
<th>SymmetricalUncertaintyAttribEval</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>cmp</td>
<td>3</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>15</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>hepatitis</td>
<td>10</td>
<td>19</td>
<td>12</td>
<td>19</td>
<td>19</td>
<td>16</td>
<td>19</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>ionosphere</td>
<td>14</td>
<td>34</td>
<td>7</td>
<td>34</td>
<td>34</td>
<td>23</td>
<td>34</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>4</td>
<td>labor</td>
<td>4</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>lung-cancer</td>
<td>8</td>
<td>56</td>
<td>4</td>
<td>56</td>
<td>56</td>
<td>56</td>
<td>56</td>
<td>56</td>
<td>56</td>
</tr>
<tr>
<td>6</td>
<td>mushroom</td>
<td>1</td>
<td>22</td>
<td>5</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>7</td>
<td>pima_diabetes</td>
<td>3</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>Spambase</td>
<td>3</td>
<td>45</td>
<td>1</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>9</td>
<td>Vehicle</td>
<td>10</td>
<td>57</td>
<td>25</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>57</td>
</tr>
<tr>
<td>10</td>
<td>Waveform</td>
<td>11</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>7</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>11</td>
<td>Zoo</td>
<td>10</td>
<td>17</td>
<td>1</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>12</td>
<td>Nursery</td>
<td>1</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>
V. CONCLUSION

This paper proposes a J48 algorithm can remove redundancy from the original dataset. The main idea provided is to find the dependent attributes and remove the redundant ones among them. We compared all the Classification like J48, IBK, Naïve Bayes, Decision Tree. In this average accuracy of J48 Classification algorithm gives better performance comparing to other algorithms.
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