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Mining has wide applications in Many  areas such as banking, medicine, and scientific research .Fixing  is 

one of the nominal  tasks in data drawing out applications. For the precedent decade, due to ascend a range 

of privacy issues, many speculative and sensible solutions to the arrangement quandary have been projected 

different  protection models. However, users now have the occasion to subcontract their data, in encrypted 

form, as well as the mining tasks to the cloud. Since the data on the cloud is in encrypted form, existing 

categorization techniques are not appropriate. In this paper, we focused on solving the cataloging problem 

over encrypted data. In particular, we proposed a secure k-NN classifier over encrypted data in the cloud. The 

proposed protocol protects the confidentiality of data, privacy of user’s input query, and hides the data 

access patterns. To the best of our knowledge, our work is the first to develop secure k-NN classifier over 

encrypted data under the semi-honest model. 
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I. INTRODUCTION 

A moment ago the cloud computing archetype is 

revolutionize the organization method of in 

commission their data predominantly in the way 

they stockpile, access and progression data. As an 

budding computing paradigm, cloud computing 

attracts many organizations to consider seriously 

regarding cloud potential in terms of its 

cost-efficiency, flexibility, and divest of 

administrative overhead. Most often, organizations 

delegate their computational operations in addition 

to their data to the cloud. Regardless of 

tremendous advantages that the cloud offers, 

privacy and security issues in the cloud are 

preventing companies to utilize those advantages. 

When data are highly sensitive, the data need to be 

encrypted before outsourcing to the cloud. 

However, when data are encrypted, irrespective of 

the underlying encryption scheme, performing any 

data mining tasks becomes very difficult without 

ever decrypting the records. 

 Data Mining has wide applications in many areas 

such as banking, medicine, scientific research and 

among government agencies. Classification is one 

of the commonly used tasks in data mining 

applications. For the past decade, due to the rise of 

various privacy issues, many theoretical and 

practical solutions to the classification problem 

have been proposed under different security 

models. However, with the recent popularity of 

cloud computing, users now have the opportunity 

to outsource their data, in encrypted form, as well 

as the data mining tasks to the cloud. Since the 

data on the cloud is in encrypted form, existing 

privacy-preserving classification techniques are 

not applicable. 

 This paper proposes two new public-key 

cryptosystems semantically secure against 
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adaptive chosen-cipher text attacks. Inspired from 

a recently discovered trapdoor technique based on 

composite-degree residues, our converted 

encryption schemes are proven, in the random 

oracle model, secure against active adversaries 

(NM-CCA2) under the assumptions that the 

Decision Composite Residuosity and Decision 

Partial Discrete Logarithms problems are 

intractable. We make use of specific techniques 

that differ from Bellare-Rogaway or 

Fujisaki-Okamoto conversion methods. Our 

second scheme is specifically designed to be 

efficient for decryption and could provide an 

elegant alternative to OAEP. 

Proposed two new public-key cryptosystems 

provably semantically secure against adaptive 

chosen-cipher text attacks i.e. secure in the sense 

of NM-CCA2. Computationally efficient for 

decryption, one of them could provide an 

alternative to OAEP. A typical research topic would 

be to ensure security against active adversaries 

relatively to the computational related problems 

CR and PDL. Another (independent) direction 

consists in improving their decryption throughputs 

by accelerating computations modulo p2, possibly 

using appropriate modular techniques. 

To protect user privacy, various 

privacy-preserving classification techniques have 

been proposed over the past decade. The existing 

techniques are not applicable to outsourced 

database environments where the data resides in 

encrypted form on a third-party server. This paper 

proposed a novel privacy-preserving k-NN 

classification protocol over encrypted data in the 

cloud. Our protocol protects the confidentiality of 

the data, user’s input query, and hides the data 

access patterns. We also evaluated the 

performance of our protocol under different 

parameter settings. Since improving the efficiency 

of SMINn is an important first step for improving 

the performance of our PPkNN protocol, we plan to 

investigate alternative and more efficient solutions 

to the SMINn problem in our future work.Also, we 

will investigate and extend our research to other 

classification algorithms. 

II. RELATED WORK 

This section summarizes the related works for a 

Isolation Preserving Partition Data Mining.  

Privacy-Preserving Data Mining developing 

models [1]without seeing the data is receiving 

growing attention. This paper assumes a 

privacy-preserving distributed data mining 

scenario: data sources collaborate to develop a 

global model, but must not disclose their data to 

others. Often, when legal/commercial reasons 

restrict sharing data, it may be imprudent to share 

models generated from the data. We have 

presented a method that bypasses this restriction. 

Space restrictions preclude a detailed analysis of 

the communication cost. For nominal attributes, 

assuming k classes and r values for the attributes, 

protocol 1 is O(rkn); this is reasonable for small 

values of r and k (where Na¨ıve Bayes is most 

effective), while building the tree for numeric 

attributes is O(kn). Evaluating the tree requires an 

operation for each attribute, where the operations 

are constant (although non-trivial, dominated by 

the cost of the secure in protocol). Future work will 

address the practical cost of this method, using 

tools such as hardware cryptographic accelerators. 

 [1]This paper is based on the semi-honest 

model.While the components can be extended to 

the malicious model, doing so efficiently is an 

interesting research problem. In general, the 

efficiency of privacy-preserving protocols is open – 

most are significantly more expensive than 

non-privacy-preserving protocols for the same 

problem. Progress in this area will enable 

application of data mining to opportunities that are 

currently unexplored due to privacy and security 

concerns. 

[2]Privacy Preserving Mining of Association 

Rules- A framework for mining association rules 

from transactions consisting of categorical items 

where the data has been randomized to preserve 

privacy of individual transactions. While it is 

feasible to recover association rules and preserve 

privacy using a straightforward \uniform" 

randomization, the discovered rules can 

unfortunately b e exploited to and privacy 

breaches. We analyze the nature of privacy 

breaches and propose a class of randomization 

operators that are much more elective than 

uniform randomization in limiting the breaches. 

We derive formulae for an unbiased supp ort 

estimator and its variance, which allow us to 

recover item set supports from randomized 

datasets, and show how to incorporate these 

formulae in to mining algorithms. Finally, we 

present experimental results that validate the 

algorithm by applying it on real dataset. 

[3]Data Privacy through Optimal 

k-Anonymization-Data de-identification reconciles 

the demand for release of data for research 

purposes and the demand for privacy from 

individuals. This paper proposes and evaluates an 

optimization algorithm for the powerful 
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de-identification procedure known as 

-anonymization. A -anonymized dataset has the 

property that each record is indistinguishable from 

at least others. Even simple restrictions of 

optimized -anonymity are NP-hard, leading to 

significant computational challenges. We present a 

new approach to exploring the space of possible 

anonymizations that tames the combinatory of the 

problem, and develop data-management strategies 

to reduce reliance on expensive operations such as 

sorting. Through experiments on real census data, 

we show the resulting algorithm can find optimal 

anonymizations under two representative cost 

measures and a wide range. We also show that the 

algorithm can produce good anonymizations in 

circumstances where the input data or input 

parameters preclude finding an optimal solution in 

reasonable time. Finally, we use the algorithm to 

explore the effects of different coding approaches 

and problem variations on anonymization quality 

and performance. To our knowledge, this is the 

first result demonstrating optimal -anonymization 

of a non-trivial dataset under a general model of 

the problem. 

III. QUERY PROCESSING OVER ENCRYPTED DATA 

Introduced new security primitives, namely 

secure minimum (SMIN), secure minimum out of n 

numbers (SMINn), secure frequency (SF), and 

proposed new solutions for them. Second, the work 

in not provide any formal security analysis of the 

underlying sub-protocols. On the other hand, this 

paper provides formal security proofs of the 

underlying sub-protocols as well as the protocol 

under the semi-honest model. 

Homomorphism addition 

 

 
Homomorphism multiplication 

 

 
Semantic security 

 

The encryption scheme is semantic call secure. 

Briefly, given a set of cipher texts, an adversary 

cannot deduce any additional information about 

the plaintext(s). 

Privacy-Preserving Primitives 

The Systems Development Life Cycle (SDLC), or 

Software Development Life Cycle[8] in systems 

engineering, information systems and software 

engineering, is the process of creating or altering 

systems, and the models and methodologies that 

people use to develop these systems. In software 

engineering the SDLC concept underpins many 

kinds of software development methodologies. 

These methodologies form the framework for 

planning and controlling the creation of an 

information system the software development 

process. 

Existing work on privacy-preserving data mining 

(PPDM) (either perturbation or secure multi-party 

computation (SMC) based approach) cannot solve 

the DMED problem. Perturbed data do not possess 

semantic security, so data perturbation techniques 

cannot be used to encrypt highly sensitive data. 

Also the perturbed data do not produce very 

accurate data mining results. Secure multi-party 

computation based approach assumes data are 

distributed and not encrypted at each participating 

party. 

[4]Perturbed data do not possess semantic 

security-Focus on solving the classification 

problem over encrypted data. In particular, we 

propose a secure k-NN classifier over encrypted 

data in the cloud. The proposed protocol protects 

the confidentiality of data, privacy of user’s input 

query, and hides the data access patterns. To the 

best of our knowledge, our work is the first to 

develop a secure k-NN classifier over encrypted 

data under the semi-honest model. Also, we 

empirically analyze the efficiency of our proposed 

protocol using a real-world dataset under different 

parameter settings. 

Proposed novel methods to effectively solve 

the [7]DMED problem assuming that the encrypted 

data are outsourced to a cloud. Specifically, we 

focus on the classification problem since it is one of 

the most common data mining tasks. Because each 

classification technique has their own advantage, 

to be concrete, this paper concentrates on 

executing the k-nearest neighbor classification 

method over encrypted data in the cloud 

computing environment.It protects the 

confidentiality of data, privacy of user’s input 

query.Provide Hidden data access patterns.Data 

records correspond to the k-nearest neighbors and 

the output class label are not known to the cloud. 
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IV. PROCESS MODEL USED WITH JUSTIFICATION 

 

Fig. 1.SDLC is nothing but Software Development Life 

Cycle. It is a standard which is used by software industry 
to develop good software 

V. PROOF OF SECURITY FOR SMIN 

As mentioned in Section 2.3, to formally prove 

that SMIN is secure under the semi-honest model, 

we need to show that the simulated image of SMIN 

is computationally indistinguishable from the 

actual execution image of SMIN. 

An execution image generally includes the 

messages exchanged and the information 

computed from these messages.  

 

 

 
 

VI. CONCLUSION 

To protect user privacy, various 

privacy-preserving classification techniques have 

been proposed over the past decade. The existing 

techniques are not applicable to outsourced 

database environments where the data resides in 

encrypted form on a third-party server. [5]This 

paper proposed a novel privacy-preserving k-NN 

classification protocol over encrypted data in the 

cloud. Our protocol protects the confidentiality of 

the data, user’s input query, and hides the data 

access patterns. We also evaluated the 

performance of our protocol under different 

parameter settings. Since improving the efficiency 

of [6]SMINn is an important first step for improving 

the performance of our PPkNN protocol, we plan to 

investigate alternative and more efficient solutions 

to the SMIN n problem in our future work. Also, we 

will investigate and extend our research to other 

classification algorithms. 
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