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Online product reviews play a crucial role in aiding users' purchase decisions, with early reviews holding significant sway over 

subsequent product sales. In this study, we define early reviewers as users who post reviews during the initial phase of a product's 

lifetime. To quantitatively characterize early reviewers based on their rating behaviors, we propose a novel margin-based 

embedding model. We conceptualize the review posting process as a multiplayer competition game, where users strive to express 

their opinions effectively. Leveraging this framework, our margin-based embedding model captures the underlying dynamics of 

early reviewer behavior, facilitating accurate prediction of early reviewers. 

By considering the margin between positive and negative review sentiments, our model effectively captures the subtle nuances of 

early reviewer behavior. Through extensive experimentation and evaluation, we demonstrate the efficacy of our proposed 

approach in accurately predicting early reviewers in online product reviews. Overall, our margin-based embedding model offers a 

promising avenue for understanding and predicting early reviewer behavior, thereby empowering businesses to strategically 

leverage early reviews for enhanced product marketing and sales strategies. 
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1. INTRODUCTION 

The proliferation of e-commerce platforms has 

revolutionized the way consumers engage with products 

and services, facilitating the dissemination of 

user-generated content such as product reviews. These 

reviews, comprising valuable opinions, comments, and 

feedback, play a pivotal role in shaping consumers' 

purchase decisions. Studies indicate that a substantial 

majority, approximately 71%, of global online shoppers 

rely on product reviews to inform their purchasing 

choices. Of particular significance are early reviews, 

those posted during the initial stages of a product's 

lifecycle, as they exert a disproportionate influence on 

subsequent sales performance. 

Users who contribute these early reviews, aptly termed 

early reviewers, wield significant influence despite 

representing a relatively small fraction of overall 

reviewers. Their insights can profoundly impact the 

success or failure of new products and services, making 

their identification and engagement a strategic 

imperative for companies. Recognizing the importance 

of early reviewers, companies have devised various 

strategies to attract and leverage their feedback. 

Initiatives such as Amazon's Early Reviewer Program 

and Amazon Vine aim to incentivize and empower 

trusted reviewers to share their opinions on new 

products, aiding fellow consumers in making informed 

purchase decisions. 

Given the critical role of early reviews in shaping 

consumer perceptions and purchase intentions, 

marketing practitioners have increasingly focused on 

strategies to harness their potential. By monitoring and 

engaging with early reviewers, companies can refine 

marketing strategies, enhance product designs, and 

ultimately drive the success of their offerings. In this 

context, this paper explores the significance of early 

reviews in the e-commerce landscape, examines 

strategies for identifying and engaging early reviewers, 

and highlights the implications of early review programs 

for consumer decision-making and market dynamics. 

Through a comprehensive analysis, we aim to elucidate 

the pivotal role of early reviewers in shaping the modern 

consumer landscape and inform strategic approaches for 

businesses seeking to capitalize on this phenomenon. 

 

 

 

2. LITERATURE REVIEW 

2.1 EXISTING SYSTEMS 

Previous studies have highly emphasized the 

phenomenon that individuals are strongly influenced by 

the decisions of others, which can be explained by herd 

behavior. The influence of early reviews on subsequent 

purchase can be understood as a special case of herding 

effect. Early reviews contain important product 

evaluations from previous adopters, which are valuable 

reference resources for subsequent purchase decisions. 

As shown in, when consumersuse the product 

evaluations of others to estimate product quality on the 

Internet, herd behavior occurs in the online shopping 

process. Different from existing studies on herd 

behavior, we focus on quantitatively analyzing the 

overall characteristics of early reviewers 

Using large-scale real-world datasets. In addition, we 

formalize the early reviewer prediction task as a 

competition problem and propose a novel embedding 

based ranking approach to this task. To our knowledge, 

the task of early reviewer prediction itself has received 

very little attention in the literature. Our contributions 

are summarized as follows: 

We present a first study to characterize early reviewers 

on an e- commerce website using two real-world large 

datasets. We quantitatively analyze the characteristics of 

early reviewers and their impact on product popularity. 

Our empirical analysis provides support to a series of 

theoretical conclusions from the sociology and 

economics. We view review posting process as a 

multiplayer competition game and develop an 

embedding-based ranking model for the prediction of 

early reviewers. Our model can deal with the cold- start 

problem by incorporating side information of products. 

Extensive experiments on two real-world large datasets, 

i.e., Amazon and Yelp have demonstrated the 

effectiveness of our approach for the prediction of early 

reviewers. 

2.2 PROPOSED SYSTEM 

To predict early reviewers, we propose a novel approach 

by viewing review posting process as a multiplayer 

competition game. Only the most competitive users can 

become the early reviewer’s w.r.t. to a product. The 

competition process can be further decomposed into 

multiple pair wise comparisons between two players. In 
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a two-player competition, the winner will beat the loser 

with an earlier timestamp. Inspired by the recent 

progress in distributed representation learning, we 

propose to use a margin-based embedding model by 

first mapping both users and products into the same 

embedding space, and then determining the order of a 

pair of users given a product based on their respective 

distance to the product representation. 

 
  

Figure 1: Predictive Model Examples 

 

3. RESEARCH METHODOLOGY 

3.1 ALGORITHM: 

Naive Bayes Algorithm:  

In machine learning, naive  Bayes  classifiers  are  a  

family  of simple "probabilistic classifiers"  based  on  

applying  Bayes'  theorem with strong (naive) 

independence assumptions between the features. Naive 

Bayes has been studied extensively since the 1950s. It 

was introduced under a different name into the text 

retrieval community in the early 1960s, and remains a 

popular (baseline) method for text categorization, the 

problem of judging documents as belonging to one 

category or the other (such as spam  or  legitimate,  

sports  or  politics, etc.) with word frequencies as the 

features. With appropriate pre- processing, it is 

competitive in this domain with more advanced 

methods including support vector machines.  It also 

finds application in automatic medical diagnosis.[3] 

Naive Bayes classifiers are highly scalable, requiring a 

number of parameters linear in the number of variables 

(features/predictors) in a learning problem. Maximum- 

likelihood training can be done by evaluating a 

closed-form expression, 718 which takes linear time, 

rather than by expensive iterative approximation as used 

for many other types of classifiers. In the statistics and 

computer science literature, naive Bayes models are 

known under a variety of names, including simple Bayes 

and independence Bayes. All these names reference the 

use of Bayes’ theorem in the classifier's decision rule, but 

naive Bayes is not (necessarily) a Bayesian method. 

  
3.2 MATHEMATICALMODELING: 

A Margin-based Embedding Model for Predicting Early 

Reviewers The essence of this task is to model the partial 

order between two candidate users’ u and u 0 given a 

product p. Hence, we can cast the total order ranking 

problem into a pairwise comparison problem. Inspired 

by the recent progress in distributed representation 

learning [16], [17], we propose to use an embedding 

model for this task. We assume that both users and 

products are mapped into a latent space. In this way, a 

user u is modeled with a low-dimensional 

representation vector vu, and a product p is modeled 

with a low- dimensional dense representation vector vp.  

In the embedding space, we can reconstruct the partial 

order relations in the training set and learn the model 

parameters.Modeling the Pair wise ComparisonBased on 

the embedding representation, we can define the 

objective function S(p, u) as an inner product between 

user and product embeddings, i.e., 

S(p, u) = v > p • vu. 

In the embedding space, it is expected that v > p • vu > v 

> p • vu0 when u p u 0 . Given the original training set A 

= {hpi ,Lii}, we first transform them into a set of partial 

order pairs T = {u p u 0 |u, u0 ∈ Lp}, where Lp is the 

reviewer list of product p. To learn such embeddings, we 
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minimize a margin-based ranking criterion over the 

training set T : 

`(T ) = X upu0∈T *m + S(p, u0 ) − S(p, u)++, 

= X upu0∈T *m + v > u0 • vp − v > u • vp++, 

3.3 METHODS AND SPESIFICATIONS: METHODS: 

3.3.1 Preprocessing 

We first remove reviews from anonymous users,  since  

we  would like to associate each review with a unique 

user. We then remove duplicate reviews often caused by 

multiple versions of the same product. We also remove 

inactive users and unpopular products:  we only keep 

the users who have posted at least ten and five reviews, 

and products which have received at least ten and five 

reviews in Amazon and Yelp datasets respectively. For 

review text, we remove stop words and very infrequent 

words. 

3.3.2 Review Spammer Detection and Removal 

Our focus is to study the early adoption behaviors of 

genuine Amazon and Yelp users. However, as shown in 

the number of spam reviews have increasingly grown on 

ecommerce websites and it was found that about 10% to 

15% of reviews echoed earlier reviews and might be 

posted by review spammers. It is possible that spam 

reviews are posted to give biased or false opinions on 

some products so as to influence the consumers’ 

perception of the products by directly or indirectly 

inflating or damaging theproduct’sreputation. 

Theexistenceofspamreviewscouldleadtoerroneousconclu

sionsinourstudy. Therefore, we need to remove review 

spammers as part of our data cleaning process. 

  

Figure 2: The percentage of Amazon users posting early 

reviews in different bins by product categories. 

 

4. RESULTS AND DISCUSSION 

We present the results on early reviewer prediction . It 

can be observed that the simplest baseline of ranking 

users based on the number of reviews posted before 

(NR) performs the worst. It indicates that users posted a 

large number of reviews are not necessarily active in 

early adoption of products. NER improves over NR, 

which shows that a user who has acted as an early 

reviewer for other products before is more likely to 

adopt new products in the future. PER, outperforms 

NER in Amazon dataset, while underperforms NER in 

Yelp dataset. The smoothed PER, i.e.,  SPER,  performs  

better  than PER. The two comparison based baselines 

B-T and B-C outperform the statistics-based methods 

only in some cases, and do not yieldsignificant 

improvement. 

  

Table 1: Performance comparison on the results of early 

reviewer prediction. 

  

Figure 3:  Varying the size of training data. 

These results are consistent with the finding previously 

reported in that a simple ratio based method works well 

when the training data is sufficiently large. Overall, B-C 

performs better than B-T. Instead of using a single value, 

B-C adopts  avectorized representation for modeling the 

player strength. Furthermore, the two competition based 

methods TS and SVM Comp improve upon all the above 

baselines. Although SVM Comp is slightly better than 

TS, there is no significant difference between them. TS is 

a classic competition model for characterizing the player 

strength, while SVM Comp has been shown to be 

effective in QA expert finding task. These two methods 

perform best among our baselines. 

 

5. CONCLUSION 
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In this paper, we have studied the novel task of early 

reviewer characterization and prediction on two 

real-world online review datasets. Our empirical 

analysis strengthens a series of theoretical conclusions 

from sociology and economics. We found that (1) an 

early reviewer tends to assign a higher average rating 

score; and (2) an early reviewer tends to post more 

helpful reviews. Our experiments also indicate that early 

reviewers’ ratings and their received helpfulness scores 

are likely to influence product popularity at a later stage. 

We have adopted a competition-based viewpoint to 

model the review posting process, and developed a 

margin based embedding 

rankingmodel(MERM)forpredictingearlyreviewersinaco

ld-startsetting. 
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