
 

 
16     International Journal for Modern Trends in Science and Technology 

 

 

As per UGC guidelines an electronic bar code is provided to seure your paper  

International Journal for Modern Trends in Science and Technology, 7(01): 16-22, 2021 

Copyright © 2021 International Journal for Modern Trends in Science and Technology  

ISSN: 2455-3778 online 
DOI: https://doi.org/10.46501/IJMTST0701004     
Available online at: http://www.ijmtst.com/vol7issue01.html 

 

 
 

 
Movie Recommendation Systems using Sentiment 
Analysis and Cosine Similarity 
  
Raghav Mehta1 | Shikha Gupta2

 
 

1Department of Information Technology, Maharaja Agrasen Institute of Technology, Delhi, India 
2Department of Information Technology, Maharaja Agrasen Institute of Technology, Delhi, India 

 

To Cite this Article 
Raghav Mehta and Shikha Gupta, “Movie Recommendation Systems using Sentiment Analysis and Cosine Similarity”, 
International Journal for Modern Trends in Science and Technology, Vol. 07, Issue 01, January 2021, pp.-16-22. 
 
Article Info 
Received on 22-November-2020, Revised on 18-December-2020, Accepted on 22-December-2020, Published on 28-December-2020. 
 

 
 
 

 

As Artificial Intelligence and Machine Learning is growing at a rapid rate over the past few years, so is the 

amount of data increasing exponentially on the internet. Due to this people find it difficult to choose the exact 

information they are looking for , learners find it difficult to suggest users exactly what they require. Here 

comes Recommendation Systems into picture to guide users towards the information according to their 

preferences. In context of Recommendation of Movies and TV shows on Online Streaming platforms ,this 

paper is aimed to explain making and implementation of Movie Recommendation Systems Using Machine 

Learning Algorithms, Sentiment Analysis and Cosine Similarity 

 

KEYWORDS: Recommendation Systems, Collaborative Filtering, Content Based Filtering, Sentiment 
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I.  INTRODUCTION 

The main use of Recommendation Systems is to 

help users to have personalised results according 

to their preferences. Recommendation Systems can 

also be used as a filtering technique to take out the 

best result from a set of predicted results by use of 

some Machine Learning Algorithm target according 

to the viewer search. Movie suggestions for users 

are dependent on web-based models. As Movies 

can be segregated on basis of genres like 

thriller, animation, comedy, action, drama etc. 

Another way to categorize movies are on the basis 

of some metadata such as cast ,year of release, 

language or director. Nowadays, Most of online 

video-streaming platforms provide a number of 

similar types of tv shows and movies to the user by 

the help of utilising users previous search 

keywords and previous watch history of the user.  

These Movie Recommendation Systems  [23]-[25]- 

[48]-[3]-[53] helps the user to search the movies or 

shows of their choice and hence reduce their time 

to think about choosing what to watch. The main 

goal while building a Movie Recommendation 

System is to make it reliable and efficient in order 

to provide the suggestions to users accurately what 

they are looking for. Basically Recommendation 

Systems are divided into two different types 

Collaborative Filtering (CF) and    Content Based 

Filtering (CBF). 

 As humans , it is our tendency to take the 

decisions to take decision on basis of the facts and 

data we already have stored in our brain , by 

looking some information over the web and this 

behaviour of ours gives rise to the concept of 

Collaborative Filtering. Resnick et al. [37]  

introduced the concept of Collaborative Filtering  in 
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netnews, to help people find articles they liked in a 

huge stream of available articles. It helps people to 

make the choices according to the perspective of 

other people. If the ratings of two users are similar 

they are considered as like-minded. While in the 

case of Content Based Filtering results are 

suggested on the basis of contextual similarity of 

two items. As of today with the rise of multiple 

social media platforms like Facebook, Instagram, 

Reddit, Twitter etc . people tend to share their ideas 

easily with other people. Twitter [1]-[2]-[13] is one 

of the most popular social media platforms founded 

in 2006 where users can express their thoughts in 

limited characters with other users. There is a data 

pool of tweets about the reviews on various movies 

known as “MovieTweetings” which can be used to 

get movie reviews from distinct twitter users. In 

this paper, we propose a movie recommendation 

system by fusing the movie reviews from Kaggle 

dataset of 5000 different movies from year 2008 to 

2017,taking data from wikipedia of movies from 

year 2018 to 2020 and their reviews for sentiment 

analysis from TmdB website using TmdB API. 

The main contributions of the paper are as follows: 

 

1. Proposing a Content Based Movie        

Recommendation System using Cosine 

Similarity score. 

2. A NLP Sentiment analysis model to boost 

up recommendation system. 

 

II. RELATED WORK 

Recommendation Systems are considered as one of 

effective knowledge management engines that 

helps us filter out unwanted data and provide 

targeted data based on the feedbacks from old data 

and similar data from user’s search. Many 

Recommendation Systems have been introduced 

till date following different approaches for the 

computation like CBF, CF and hybrid models for 

recommendation. Sentiment Analysis is also used 

to improve the recommendation efficiency. 

 

A.  Content Based (CB) , Collaborative Filtering (CF) 

and Hybrid Filtering 

Many Recommendation approaches have been 

proposed in literature for recommending the 

results. At first, Collaborative Filtering technique  

was introduced to use in recommending items 

based on collection of inputs from users and based 

on available metadata. One recommendation 

system was introduced by combination of pre and 

post purchase ratings proposed by Guo et al. [18]. 

Soleymani et al. [43] worked on a ranking of movie 

scenes, based on arbitrary user’s emotion and 

video content based features. Their observations 

were that the scenes of movies are correlated with 

users self assessed arousal and valence. Peripheral 

physiological signals were utilized to categorise and 

rank video contents. Implicit ratings from the 

number of pages the users read was inferred by 

Yang et al. [51]. The more pages users read , the 

more they tend to like it. This concept is helpful in 

the cold start process of Collaborative Filtering 

technique. Optimisation of a Recommendation 

System is a difficult problem. There are some 

methods for optimising a recommender system by 

researchers like particle swarm optimiza-tion [45], 

gray wolf optimization [22], artificial bee colony [19] 

and genetic algorithms [6], etc. By using 

bio-inspired gray wolf optimizer and fuzzy c-mean 

(FCM) clustering techniques , a recommendation 

engine was made by Katarya et al. Gray optimizer 

was only applied to the initial part of the cluster. 

The movie ratings were then predicted on the basis 

of similarity scores. The problem of cold start and 

reducing scalability was solved by the improvement 

in the existing framework in [21] proposing 

ABC-KM (artificial bee colony and k-mean cluster) 

framework for collaborative movie recommendation 

. With comparison to existing frameworks the 

combination of hybrid cluster and optimization 

technique showed better results . 

The most widely used and researched 

recommendation technique is Content-based  

Filtering. Description of the item and a profile of 

the users preferences are used in Content-based 

filtering. Cantador et al. [9] proposed the use of 

user and item profiles by describing them in terms 

of weighted lists of social tags to provide music 

recommendations. Meteran et al. [46] introduced a 

Personalized Recommender System (PRES) to give 

suggestions of articles for home improvement by 

the use of similarity between the user profile vector 

and a document was formed by using the 

combination of TF-IDF and the cosine similarity, 

where as Goossen et al. [17] introduced a new 

method for news recommendation based on TF-IDF 

and a domain characteristics which was  

called CF-IDF. Results of CF-IDF as compared to  

TF-IDF approaches were better on several 

measures such as accuracy, recall, and the 

F1-Score when tested and implemented on the 

Athena framework. The latest studies have shown 

that the hybrid methods are better than traditional 

CF and CBF methods. The major advantage where 

hybrid methods edge over the traditional methods 
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is they use the combination of multiple individual 

classic recommendation techniques by improving 

their drawbacks. In [30], a content-boosted 

Collaborative Filtering recommender is designed by 

the authors which used complete content-based 

features in a collaborative framework. It has shown 

many improvements in prediction, first-rater and 

the sparsity problem. Zhang et al. [52] introduced a 

technique which was based on user recommender 

interaction that takes input from the user, 

recommends N number of items to the user, and 

put the user choice in record until none of the 

recommended items is being used again as 

feedback. In [32], a mobile recommender system by 

combination of a hybrid recommendation engine 

and a mobile 3D GIS architecture is introduced. 

For its testing , some users were selected from an 

age group of 24-48 years. For the evaluation of its 

performance,users were instructed to search for 

restaurants, bars and hotel accommodation while 

walking or driving on highways. The feedback of 

users displayed a competent performance because 

of the 3D map-based interface which also helps to 

overcome the limited display size of the majority of 

mobile phones. 

 

B.     Sentiment Analysis                    

Sentiment analysis [35]-[8]-[29]-[36]-[15]-[50] is 

commonly used to retrieve user reviews and 

reactions over a particular item or topic. In [14], 

rating of products for online software services is 

depicted by use of sentiment analysis. Its research 

enhances both CBF and CF algorithms by the  use 

of review techniques such as sentiment analysis 

and subjective logic. This technique can also be 

used  [28] to calculate the polarity and confidence 

of review sentences.In [20] , the Valence Aware 

Dictionary and Sentiment Reasoner (VADER) 

model for sentiment analysis was proposed by 

authors. The combination of some lexical features 

is used for five general rules that embody 

grammatical and syntactical conventions for 

expressing and emphasizing the user’s sentiment 

intensity, F1 score of 0.96 was also recorded to  

classify the tweets into positive, neutral, and 

negative classes. In [4], an automatic feedback 

technique is proposed on the basis of data 

collection from Twitter database. Some  classifiers 

like Support Vector Machine  Naive Bayes, and 

Maximum Entropy are used over twitter 

comments. In [39] , authors have proposed a music 

recommendation engine for mobile phones where 

songs are recommended to a user based on the 

mood of the user. A study was performed on 100 

participants (50 men and 50 women) to fill out their 

preferred type of music as choice in their profiles. 

Afterwards, it was observed that the user’s profile 

has shown 91% user satisfaction rating. The 

author has  proposed the K-Bridge technique to 

solve the cold start problem of CF systems in [26]. 

The results showed an  enhanced recommendation 

system can be used by bridging the gap between 

the communication knowledge , social networking 

sites and programs being watched over television. 

Also a rating inference approach to transform text 

reviews in form of  ratings for easy integration in 

sentiment analysis and CF technique was 

proposed in [24] .  

 

III. PROPOSED SYSTEM 

A hybrid recommender system model is proposed 

in this paper whose results are improved using 

sentiment analysis and cosine similarity score. 

Experimental evaluations, both quantitative and 

qual-itative demonstrate the validity and 

effectiveness of our method. In Fig.1, our sentiment 

based recommendation system is shown. In this 

part, we are describing the different parts and 

components of the proposed recommendation 

system

. 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Proposed Movie Recommendation System. 

 

 

A.     Datasets used  

There are two different databases to be used to 

build the recommender system , the first one is 

movie ratings of Top 5000 movies from year 2008 

to 2017 which is available on Kaggle and other is 

user tweets from MovieTweetings database.  

MovieTweetings database has collection of  reviews 

of multiple movies that can be easily used in 

building sentiment analysis model without filtering 

data out in the pre-processing stage. It provides up 

to date movie ratings. It is diverse but has a low 

sparsity. Table I displays details gathered from 

MovieTweetings database. 
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Metric Value 

Ratings 646410 

Unique Users 51081 

Unique Movies 29228 

Start Year 1894 

End Year 2017 

 

Table I : Details from database of MovieTweetings  

 

Movies are shown distributed according to years in 

Fig.2. This database has three major components, 

first is mapping of twitter users with their user IDs, 

second ratings gathered from users tweets and last 

component and last component is the information 

about a movie which includes cast and genre of the 

movie. 

 

Fig. 2: Distribution of movies according to years. 

 

The data we have extracted from Movie Tweetings 

database contains mainly the movie release year 

and users ratings for that particular movie. This 

data can only be used for social filtering of users so 

that their ratings won’t overlap with each other . It 

can be further used for collaborative filtering 

techniques where recommendation is made using 

the similarity of ratings of different users. In our 

proposed model the cosine similarity score of 

similar ratings from different users as well as the 

socially filtered items are used. To extract the 

attributes of multiple movies The Movie Database 

(TMDB) API was used . TMDB is the major source of 

getting the various attributes of multiple movies in 

more than 30 different languages. For that we have 

to set up an official TMDB account and generate 

one independent API key which will be used 

everytime we need to extract the information of 

attributes of a movie  . The movie attributes 

extracted from MovieTweetings database are 

shown in Table II :  

 

 

Attribute Value 

MovieID 0451279 

Title Wonder Woman 

Runtime 141 min 

Genre Action,Adventure,Fanta

sy 

Director Patty Jenkins 

Writer Allan Heinberg 

Actors Gal Gadot,Chris Pine 

Rating 7.6 Massachusetts 

Institute of Technology 

in 1996. 

Production 

Companies 

DC Films,Tencent 

Pictures 

Popularity 524.772 

Language en 

Production 

Countries 

United States of 

America 

Budget 816303142 

 

Table II: Attributes gathered from 

MovieTweetings database 

 

B. Preprocessing and Sentiment Analysis of       

Users Tweets  

 

Tweets extracted from MovieTweetings database 

contain some unwanted features like emoticons , 

symbols , web links and repetitive stop words 

which are removed by preprocessing techniques 

such as Natural Language processing , 

tokenization and POS tagging as shown in Fig.3 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3: Preprocessing and Sentiment Analysis of 

extracted tweets 
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After preprocessing is done, the extracted features 

are used for sentiment analysis to be used in our 

proposed model. The use of VADER method is done 

in the process of Sentiment Analysis and it is 

computationally very efficient . VADER creates the 

lexicons of sentiments and maps the sentiment 

words from the users reviews. 

 

C. Hybrid Recommender System 

 

Content Based recommendation and Collaborative 

Filtering is combined to build a Hybrid 

Recommendation System. Let 𝑓= 𝑓𝑓 1, 𝑓 2, , 𝑓𝑔 and 

𝑞= 𝑓𝑞 1, 𝑞 2, , 𝑞 𝑛 𝑔  are Content Based Feature 

vectors and weighted vectors respectively. The 

Closeness 𝐶 of two items 𝑖 and 𝑗 can be represented 

as : 

 

𝑃𝑁 𝑛 = 1 𝑓 𝑛 (𝐴𝑛 𝑖  ;  𝐴𝑛 𝑗  );   𝑓𝑜𝑟  𝐶 (𝑖 , 𝑗 )   (1) 

 

where  𝑓 𝑛 (𝐴𝑛𝑖  ;  𝐴𝑛𝑗  ) represents the similarity 

between 𝐴𝑛𝑖 and 𝐴𝑛𝑗 values from two different items to be 

compared. By combining closeness vector 𝐶 of every 

item and multiplying it by weighted vectors 𝑞 , 𝐹𝑖𝑗 is 

generated. 𝐹𝑖𝑗 is called the Feature matrix with 

dimension 𝑀(𝑀. 1)/2 .Let 𝑈 =  𝑓𝑢 1;  𝑢 2;  ;  𝑢 𝑛  𝑔 , here 

𝑢𝑖 being the user from database, for M items a 

User-Matrix is made.This User-Matrix is used to 

predict ratings of users for an arbitrary item 𝑖 by 

use of the K-nearest neighbours algorithm. This is 

commonly used in Collaborative Filtering 

technique [42]. Analysing K nearest neighbours 

rating is defined in (2). 

 

𝑟𝑎𝑡𝑖𝑛𝑔 (𝑢 ;  𝑖 )  

= 1𝑋/ 𝐾 𝑘 2𝐾 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑢𝑠𝑒𝑟 𝑢 ;  𝑢𝑠𝑒𝑟 𝑣 𝑘  ) 

      (2) 

 

Optimal feature weights 𝑞 can be found using (3) 

and (4) as : 

𝑆(𝑖;  𝑗)  =  𝑞  𝐹𝑖𝑗       (3) 

𝑆 (𝑖 ;  𝑗 )  =  𝑞 1  𝑓 1(𝐴1𝑖 ;  𝐴1𝑗 )  + 

  𝑞 2  𝑓 2(𝐴2𝑖 ;  𝐴2𝑗 ) 𝑞 𝑛   𝑓 𝑛 (𝐴𝑛𝑖 ;  𝐴𝑛𝑗 )  (4) 

 

IV. EXPERIMENTAL RESULTS 

In this section recommendation results drawn 

from our proposed model are displayed and 

analysed . 

A. Correlation Coefficient 

 

From correlation coefficient accuracy and 

efficiency of sentiment analysis hybrid model can 

be determined easily. The statistical analysis 

between X Sentiment ratings and Y Movie ratings is 

taken to find the Correlation coefficient. The 

various types of statistical correlation coefficients 

are Spearman Rank Order, Correlation Coefficient 

(SROCC), Kendall Rank Correlation Coefficient 

(KRCC) and Pearson Linear Correlation Coefficient 

(PLCC). The calculated value of PLCC was 0.76 

 

B.     Evaluation Metric  

 

In general the relevant recommendations are 

suggested to users using the recommender system, 

not by predicting values of items directly.  

The specific suggestions to likeable users are called 

Top N recommendation in [10]-[11]-[40]. The very 

common evaluation metrics RMSE (Root Mean 

Squared Error) and MSE (Mean Squared Error) can 

be used , but these two are insignificant for our 

proposed model . So an alternative evaluation 

metric known as Precision Score is used by us 

which is defined as movies that are relevant for 

users to movies that are recommended by our 

model. In equation (5) Precision is defined as : 

 

  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  = 𝐿 𝑟𝑒𝑙  \ 𝐿 𝑟𝑒𝑐  /𝐿 𝑟𝑒𝑐          (5) 

  

where 𝐿 𝑟𝑒𝑙  shows the relevant movies and 

𝐿 𝑟𝑒𝑐 shows the recommended movies.  

 

C.     Comparative and Qualitative Analysis  

 

Our proposed model is compared with basic 

recommender models in this section, Sentiment 

Analysis model and Hybrid models were used by us 

as base model incorporating our proposed model . 

Hybrid model is created by use of Collaborative 

Filtering and Content Based Filtering. Movies are 

recommended on the basis of similarity of awesome 

features like the genre, director, actor of the 

particular movie whereas Sentiment Analysis 

model takes only the similarity of users tweets and 

ratings into consideration. 

Considering the qualitative results of some of the 

recommended movies by our proposed model is 

shown in Table III which also shows that some of 

the movies are common which were taken from 

IMDB and TMDB . In Table III , Qualitative analysis 

of Wonder Woman movie is shown and  some 

movies are intersecting with either IMDB 

or TMDB. 
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IMDb TMDb Recomme

ndations 

from the 

proposed 

system   

Justice 

League 

Guardians of 

the Galaxy Vol. 

2 

Batman v 

Superma

n: Dawn 

of Justice 

Batman v 

Superman

: Dawn of 

Justice 

Spider-Man: 

Homecoming 

Suicide 

Squad 

Suicide 

Squad 

Logan Thor: 

Ragnarok 

Thor: 

Ragnarok 

Thor: 

Ragnarok 

Justice 

League 

Spider-Ma

n: 

Homecomi

ng 

Justice League Warcraft 

Deadpool Pirates of the 

Caribbean: 

Doctor 

Strange 

Dead Men Tell 

No Tales   

Logan Doctor Strange Guardian

s of the 

Galaxy 

Vol. 2 

Captain 

America: 

Civil War 

Baby Driver Kong: 

Skull 

Island 

Doctor 

Strange 

Kong: Skull 

Island 

The LEGO 

Batman 

Movie 

Guardian

s of the 

Galaxy 

Vol. 2 

Life Batman 

and 

Harley 

Quinn 

 

Table III : Qualitative analysis of movies. 

 

V. CONCLUSION 

Recommendation Systems are a great tool  to 

filter out information and provide only the relevant 

information to the user. The Recommendation 

System proposed in this paper uses Sentiment 

Analysis and Hybrid model of Collaborative 

Filtering and Content Based Filtering techniques. 

The main use of Sentiment Analysis in the 

proposed model was to observe reviews of users for 

a particular movie. Weighted cosine similarity 

score was also used to increase accuracy of model. 

It is found that this proposed model produced 

much better results than the other basic models. 

As variety of movie attributes were taken into 

consideration while training the model, users can 

be satisfied with the recommended results. 
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