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 Detection of Invasive Ductal Carcinoma (IDC) is a difficult, time taking and mandatory job. Moreover precise detection of IDC 

is important to give proper medical treatment to the patients. In this medical situation, Deep Learning (DL) approach is much 

reliable. The evolution of Deep Learning is taken off in the past few years due to rise in more and more data, better hardware and 

it supports with robust computational modelling algorithms to train a framework. Based on the advantage of DL, we introduce a 

framework to automatically detect IDC in Breast Histopathology Images (BHI) of Breast Cancer (BC) either as a malign or 

benign.  This ResNet is provided with labelled BHI data to extract common features and trained to classify the future images thus 

able to detect the presence of IDC in breast tissue lesion image. It takes less effort, gives better accuracy within less time. Thus our 

framework helps to speed up a pathologist’s work and provides diagnosis support.  

 

Keywords—Breast Histopathology Images, Breast tissue lesion, Computational modelling algorithms, Deep Learning, Invasive 

Ductal Carcinoma 

1. INTRODUCTION 

 Invasive Ductal Carcinoma is an attention requiring 

worldwide problem in women. It is a widely occurring 

type of Breast Cancer which leads with approximately 

80% among diagnosed cases [1, 2]. The top most cancer 

threats overall in women are lung cancer and breast 

cancer respectively [3]. Many countries like Belgium, 

France, Lebanon have been suffering with breast cancer 

and millions of new cases were registered in 2018 [4]. It is 

also registering many cases in Indian cities like Mumbai, 

Delhi and Bangalore and also in rural areas [5]. Almost 

60% breast cancer Indian patients were not diagnosed 

until the disease was in its late stage due to the fatal lack 

of awareness on it [6]. IDC in U.S. women is as common 

as 1 over 8. So early detection and treatment is crucial, in 

order to reduce cancer mortality [7]-[9]. 

 Invasive ductal carcinoma alias infiltrating ductal 

carcinoma is caused because of the abnormal growth of 

the cells in the milk ducts which breaks the walls of them 

and starts to spread to the surrounding tissues or lesions 

of the breast. The suspected breast lesion is digitized as 
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histopathology images for the automatic analysis and 

detection. 

 In early machine learning algorithms doing the feature 

extraction, feature segmentation and classification tasks 

are very tedious and error-prone as they require 

handcrafting features to do them. Later, machine 

learning algorithms are evolved as deep learning to give 

better results. Deep learning, nothing but a subset of 

machine learning, is data-intensive which uses layers of 

algorithms on high dimensional input data, uses suitable 

architectures to yield better accuracy with simplicity 

[10].  

 In this paper, we presented an approach to detect the 

invasive ductal carcinoma in histopathology images 

using deep learning ResNet model for feature extraction. 

 

2. RELATED WORK 

 To detect the IDC in the breast lesion, a pathologist 

does the biopsy on the suspected sample and 

histopathological analysis is performed on it [7]. The 

manual process takes much long time and cumbersome, 

sometimes accuracy is not as expected. Here medical 

image analysis techniques are very helpful [11]. 

 The previous research on the detection of breast cancer 

by the researchers has been much helpful to evolve 

further. Medical imaging development is led to visualize 

the different organs of the body and its activities. This 

helps in diagnosis of Breast histopathological changes 

[12]. Earlier the system diagnosis tools are more helpful 

in detecting carcinoma to the pathologists work and can 

also be treated as second opinion to improve the 

accuracy in short time [13]. Oberai et al. [14], stated that 

using Breast ultrasound elastography imaging 

technique, the images are analyzed in such a way that 

first need to determine the displacements in the tissue, 

thereafter need to determine physical laws of machines 

and spatial distribution of mechanical properties and 

then the appropriate features are identified and 

quantified to classify the tissue is malign or not. The 

classical machine learning algorithms like support vector 

machine [15], random forest algorithms [16], logistic 

regression [17] etc, has strong position in BC detection 

[18]. Further, a trained Convolutional Neural Network 

model learns the filters and also requires much lower 

pre-processing [19] to find and figure out the 

abnormalities in the breast lesion image patches [14], 

[20], [21]. Angel Cruz-Roa et al. [21] stated that their 

deep learning CNN model trained with 113 slide images 

for training and 49 images for testing to identify IDC got 

an accuracy of 84.23%. 

 Almost in each field like image and video recognition, 

recommendation systems, natural language processing 

the deep learning has been showing its potential and 

greatly in the analysis of medical images. Many Medical 

imaging produced images go under diagnosis require 

finding the abnormalities in them, quantify 

measurement and changes over time. Deep learning 

algorithms have their potential stand in giving accurate 

diagnosis and interpretation in automated medical 

image analysis tools [22], [23]. 

 

3. DEEP LEARNING 

Deep learning has progressed quite fast over the 

past few years in almost every domain when high 

configured computers with the ability of quick data 

processing, GPU (graphics processing units) were 

available to perform high calculations within short time. 

Nowadays, deep neural networks are handling huge 

complex training data like images and sound and 

producing efficient results with amazing speed [24]. 

 Deep learning architectures include 

convolutional neural networks, recurrent neural 

networks, residual networks, etc. In practice, deep layers 

allow for smooth activation functions to provide learned 

hyper-planes which find the underlying complex 

interactions and regions without having to see an 

exponentially large number of training samples. 

A. Convolutional Neural Network (CNN or ConvNet) 

CNN is a feed-forward neural network 

overcomes fully connected neural network drawbacks 

with an ease of training and generalization as shown in 

Figure-1. It is much better than the networks with full 

connectivity between adjacent layers. It contains various 

different components as layers, activation functions and 

regularization functions which are described below [23], 

[25]-[27].  

 CNN Layers: Convolutional Neural Network 

contains number of various layers in between input layer 

and output layer as hidden layers and those hidden 

layers consist of Convolutional Layers, Pooling Layers, 

Fully Connected Layers and Softmax or Logistic Layer.  
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 Input Layer: An image is a matrix of pixel 

values. This layer contains image data as input according 

to our proposed model. Image data is represented by 

three dimensional matrices. So the image matrix is 

flattened as a single column vector and fed into the input 

layer. If the input image is n by n and if there are ‚m‛ 

training examples then dimension of input will be (n×n, 

m).  

 Convolutional Layers: These layers are 

responsible for learning low level features (such as 

edges, corners etc.), middle level features (the features 

with the valuable information of an image by connecting 

two or more low level features such as colour, gradient 

orientation with visual content of image) and high level 

features (such as the features built on top of previous 

analyzed features to detect objects and larger shapes in 

the image) using relevant kernels or filters( f×f matrices 

that slid through the image during forward pass) to 

produce feature maps. The output of these layers is often 

forwarded to other convolutional layers. The number of 

convolutional layers in the network depends on the 

network requirements. The number of filters that are 

used to produce multiple feature maps is called as depth 

of feature maps.  Mathematically, the feature value  at 

location (i, j) in the  feature map of    layer is calculated by  

×  +   where x is input patch value at  layer at location (i, 

j). 

 Pooling Layer: This layer decreases the 

computational burden through decreasing the resolution 

or spatial size of the convolved features by reducing the 

number of connections between the convolutional layers. 

To achieve this, appropriate pooling methods [28] (max 

pooling, average pooling, mixed pooling, etc.,) are used 

based on network requirement. 

 Fully Connected Layer:  This layer exists before 

the Softmax layer and the number of these layers varies 

depending on requirement. As the name indicates in this 

layer every neuron is connected to every neuron in the 

previous layer to achieve linearity in the networks. 

 Softmax or Logistic Layer: This layer is a linear 

layer with classifier helps to determine the final output 

of the CNN depending on highest probability value. The 

number of neurons in this layer is depends on number of 

classifications that have in the neural network 

requirement. The Softmax classifier is most appropriate 

for multi classification and logistic for binary. 

 Output Layer: This layer contains the label 

which is in the form of one-hot encoded. 

 

 
Figure-1: Model of Convolutional neural networks. 

 

B. Activation Functions 

The activation functions work on each neuron 

and find the output in neural network. Each activation 

function has its own output range to normalize. The 

values of some activation functions are 0 or any positive 

integer or the values ranges between -1 and 1 or 0 and 1. 

The output of these functions decides to make the 

neuron dead or alive, based on whether the neuron’s 

input (which is from a single or set of previous neurons) 

is relevant for the model's prediction. 

 A list of few activation functions are logistic 

function (sigmoid curve), hyperbolic tangent function 

(tanh), Maxout, ELU, rectified linear units (ReLU) and 

LeakyReLU [29], [30]. The most successful activation 

function of deep learning networks is a nonlinear 

activation function called Rectified Linear unit (ReLu). It 

replaced linear activation functions due to the 

advantages in accelerating the convergence speed and to 

solve the exploding or vanishing gradient descent 

problem [31]. ReLU ensures faster computations 

compared to other functions because it does  activate 

positive  neurons only but not all neurons at the same 

time [24] and thus it is well to rapid dimension reduction 

[23], [10].  As ReLu function output either zero or 

positive integer, it converts negative values to zero and 

sustains the positive values. 

C. Backpropagation 

The backpropagation is a strong algorithm that 

makes the network learns the features. It uses of errors in 

training deep learning models to measure how fast an 

activation function is changing. It calculates the errors 

and gradient of cost function. This cost function is 

computed in terms of weights and bias. If the cost of a 
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particular output neuron is low means it does not 

depending on that neuron. If the cost is high then update 

the weights and biases. Weight in the final layer will 

learn slowly if the output neuron is either low or highly 

activated or the input neuron has low activation value. 

This is a situation called saturation where the output 

neuron stopped or very slowly learning. This algorithm 

adjusts the weights and biases by performing backward 

passes through each layer until the error becomes 

reduced. Backpropagation works faster than classical 

deep networks to learn the features [23], [26]. Stochastic 

Gradient descent is an algorithm which uses the 

approximation gradient to perform fast learning [32]. 

D. Dropout Regularization 

Dropout Regularization controls overfitting. It 

removes subsets of features randomly based on the 

probability values in each iteration of training 

procedure. It proves that computations are reduced 

because of dropping, thus generalizing well and making 

feature independent and effective.  Mathematically it is 

represented as, if p indicates the probability to not to 

drop the feature then the probability (1- p) of a feature 

indicates the probability to drop it in the network. When 

a feature is dropped then its activation turned to 0. Each 

feature has its own probability to dropout. The default 

optimal value of p is 0.5 [23], [33]. 

E. Batch Normalization 

Batch normalization is a technique for 

improving optimization. While in dropout 

regularization, it produces some noise into neural 

network. Then batch normalization   makes the network 

learn to deal with noise and to generalize well. Batch 

Normalization improves the training or learning speed 

and especially when dealing with large dataset. Both 

normalization and dropout can be used at the same time 

[10]. 

F. Residual Network (ResNet) 

      The Residual Neural Network [34] is a 

popular deep Neural Network.  It differs with the 

regular deep neural network with the key point ‘shortcut 

connections’. These shortcut connections are those which 

are parallel to the normal convolutional layers. The basic 

residual building block is depicted in Figure-2. 

 

Figure-2: A block diagram of Residual building block. 

 

In ResNet, the residual blocks are connected in a 

series along with skip connections that are from a 

residual block to adjacent residual block. Here the 

shortcut connections do identity mapping that is just to 

add the output from the previous layer to the layer 

ahead. If the input size and output size for a basic block 

is same then skip connection do just the identity 

mapping else it uses padding or max pooling to adjust 

the size.  

The process of a ResNet 50 is shown as block 

diagram in Figure-3. Contrary to convolution layers, 

these shortcut connections are always alive and the 

gradients can easily backpropagate through them, which 

results in a faster training. ResNet has reduced 

complexity and expensive design problems when the 

network becomes deeper to learn more complex 

features. The ResNet reduces these problems by using 

the proper optimization function and normalized 

initialization of the network while training very deep 

neural networks [35]. Skipping makes the network 

simple because of few layers participates in training, but 

when depth increases in the plain nets it can cause over 

fitting error. This obviously increases the learning speed 

and solves the gradient problem either it is vanishing or 

exploding.   The residual blocks reduce the extra training 

data to recover because they reduce exploring of more 

feature space. 

  For the ResNet 50 model, each residual block 

follows same order of convolution with same dimension. 

To save every layer computational time, do stride 

convolution by rising the depth of channel as 3×3 so that 

feature mapping regularly down sampled.  In this model 

network in network filter 1×1 reduces the computations 

and preserves the channel depth. 
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Figure-3:  A model of Pre-trained ResNet 50 architecture 

where brown lines representing identical mapping, 

group of three consecutive convolutional layers 

represents a residual block, 2x, 3x, 5x represent 2, 3, 5 

times that the corresponding residual block 

consecutively present in network and Conv (f × f, s, n) 

represents f × f filter size, s stride size and n number of 

filters used in the convolution. 

 

4. PROPOSED METHODOLOGY 

The block diagram of the proposed deep learning 

model is described in a sequence starting from 

acquisition of raw images to classification of the image as 

output. The design of this proposed methodology is 

depicted in Figure-4. The entire methodology is mainly 

divided into six steps: collect breast histopathology (BH) 

images, Image pre-processing, Image visualization, 

creation of ResNet Model, model training and finally 

model evaluation. 

Step-1: Collect the images from Breast Histopathology 

(BH) images source site. This data plays a key role to 

model our Neural Network as it is the base of our task. 

Here collecting the data into dataset and splitting the 

dataset into train dataset and test dataset are performed 

to yield better performance. 

Step 2: Pre-processing the BH images- In this stage, 

generally the data augmentation techniques such as 

padding, cropping, horizontal flipping, etc., are 

performed. In our project vertical flipping, zooming, 

rotating and lighting are applied to significantly increase 

the diversity of image data available for training the 

model without collecting new data on runtime to 

generalize. Augmentation is required because the 

medical images are small in size in general. By doing this 

our model can achieve high results. 

Step 3: Images Visualization-In this stage, training data 

after pre-processing are plotted to know the patterns in 

it. 

Step 4: Set up of ResNet Model-In this stage ResNet 50 

architecture is used to create our model. This ResNet 

gives better accuracy in detecting IDC where 1% 

accuracy is also a big matter in medical field. 

Step 5: Training ResNet Model for detection of IDC- In 

this stage the features that went through the model are 

processed to be optimized through updating the weights 

and those analyzed features are converted in predictions 

for the malign or benign. Proposed model uses transfer 

learning to achieve good results. After creating ResNet 

50 model, it has frozen initial layers. Initially, we train 

the weights of the last fully connected layers of this 

ResNet model with acquired train dataset. Default 

settings used RGB (Red Green Blue) colour filters. We 

run the model with the default setting and explore the 

accuracy. Later to improve the accuracy, repeated the 

fine tune using call backs to modify the training as 

required with weight initialization, dropout 

regularization and stochastic gradient descent 

optimization. Generally in transfer learning, tweaking 

initial layers are performed with low learning rate. With 

an observation of learning rate of the model, we used 

slice function with the learning rate between 10e-6 to 

10e-4 for different layers in the network.  This slice 

function actually trains the initial layers with lowest 

learning rate and increases it for later hidden layers. To 

do this explicitly need to unfreeze the model. 

Step 6: Evaluation of ResNet Model- After training the 

model, the model is evaluated using the accuracy metric 

after every epoch to find if it is learnt as supposed by 

testing with some unseen validation images.  After a 

number of evaluations and modified training, proposed 

model has achieved 91.38% accuracy. 
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Figure-4: Block diagram of Proposed Methodology 

 

5. EXPERIMENTAL RESULTS 

Data Set 

The proposed model acquires data from public 

Kaggle domain [36]. The original dataset in Kaggle, 

created on December 2017, was scanned at 40x, means 

that an approximate resolution of 0.25 µm per pixel. It 

contains 162 whole mount slide images of Breast Cancer 

specimens. From that 277524 patches were extracted 

with a size of 50×50 where 198738 images are IDC 

negative and 78786 are IDC positive labelled. The dataset 

clearly shows that there are double negative samples 

than the positive samples. Each image in the dataset has 

a specific file format. 

For each image, a file name was assigned with 

uniform format that contains patient ID, x-axis and 

y-axis of where this patch was cropped from respectively 

and the class of the patch. For example a filename 

10278_idx5_x1051_y1251_class1.png in the dataset 

indicates 10278_idx5 is patient ID, 1051 is the x 

coordinate and 1251 is y coordinate of where this patch 

was cropped from and 1 is the class of this image where 

1 indicates has-IDC(malign) and 0 indicates 

no-IDC(benign). This dataset consists of 543 series.  

 We create a data frame to extract the labels from image 

files. Table-1 displays the first ten images information in 

the data frame. In that image_id is identity number of 

the patient and target is the actual label of the image 

based on which the images are classified. These labels 

are picked from their corresponding image_id. 

 

6. RESULTS AND DISCUSSIONS 

The proposed model is built on using pre-trained ResNet 

50 and trained it with large breast histopathology image 

dataset to give better performance in predicting the IDC 

by minimizing the loss function with stochastic gradient 

descent optimizer. After training the model, it is quite 

able to learn better results for all the weights and the bias 

from labelled images. The proposed pre-trained model 

uses PyTorch library and Fastai framework to be trained 

and which provide wide support for neural network 

implementations. These libraries are open source 

libraries developed using Python programming 

language to enable the model run on GPU (Graphical 

Processing Unit). 

To normalize whole data, perform augmentation 

technique on training dataset through different ways of 

processing. That enhances the size and quality of 

training dataset. Such that, this deep learning model 

learns better. In this model the whole Image dataset was 

divided into two datasets for training as train dataset 

and for validation as test dataset and for the accuracy 

comparison we tested on three sets of ratios as 90:10, 

75:25 and 50:50. For example   90:10 indicates 90% images 

for train dataset and 10% for test dataset from whole 

image dataset. The performance of the proposed 

pretrained model is evaluated on test data. Figure-5 

shows randomly picked few augmented image patches 

by the model on executing the command 

data.show_batch (rows= 3, figsize= (7, 8)). In this figure 

the image label has_idc means malign and no_idc means 

benign. 

Table-1: Creation of a Dataframe from source Dataset 

[36] 

 

    BH Images Acquisition 

ResNet Model Evaluation 

  ResNet Model Training 

  ResNet Model Creation 

     Images Visualization 

    Images Pre-processing   

  Raw BH Images 
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Figure-5: Example of Augmented image patches for 

training set after transformation (vertical flip, lighting, 

rotation, zoom). 

To compare it’s accuracy with other model, we 

trained ResNet 34 and ResNet 50 on the same train 

dataset. These two models differ with their residual 

block layers deep. ResNet 34 contains 2 layers deep 

whereas ResNet 50 contains 3 layers deep in the residual 

block. When compared these models accuracies, it 

showed that ResNet 50 always giving better accuracy 

than ResNet 34. The results of  ResNet 34 and ResNet 

50’s fine tuning cycle with 4 epochs where the dataset 

split in the ratio of 90 and 10 for train  dataset  and  test  

dataset  respectively are shown in the below Table-2 and 

Table-3 respectively. These tables give the training loss, 

validation loss, error rate and time values for each epoch.  

Epoch is one forward and one backward pass 

through the entire training dataset only once. Loss 

indicates the model’s prediction is not good as the 

number indicates and its range is from 0 to 1. Training 

error shows the loss on train dataset and valid loss 

shows the loss on test dataset through the trained 

network. Error rate is a predefined metric in Fastai 

library gives the error rate by calculating (1-accuracy), 

where accuracy is also predefined metric computes 

accuracy with targets when input tensor is batchsize × 

number of classes. From Table 3 and Table 4 for each 

epoch ResNet 50 showing lower error rate than ResNet 

34 from the starting.  

After unfreezing the starting layers, train again the 

whole model using fit ( ) with a range of two learning 

rates where the learning rate started nudging to optimize 

the training. The results are shown in the below Table-4 

and Table-5 respectively. 

Any model during training must consider the 

overfitting problem as too many epochs can cause 

overfitting the train dataset. Overfitting means the 

model gives good performance on train or seen dataset 

but gives poor results on test or unseen dataset. By 

observing the above table it is clear that the performance 

on a validation dataset started to degrade. So to avoid 

overfitting problem prefer early stopping technique. It is 

clear that ResNet 34 achieved approximately 90% 

accuracy whereas ResNet 50 got 91% accuracy. Here the 

time consumed by ResNet 34 is less than ResNet 50 to 

predict but in medical field accuracy is more important.  

In order to further evaluate the effectiveness of our 

proposed method, ResNet 50 and ResNet 34 models 

were created and trained with three different ratios of 

training and testing datasets and the results were 

analyzed. The results were depicted to compare the 

classification accuracy results using ResNet-50 and 

ResNet-34 models as shown in Table-6. So this proposed 

model with 90:10 data split achieved accuracy of 91% 

with ResNet 50 and when compared with Angel crozs 

model it achieved 7% more accuracy. 

 

Table-2: ResNet 34 values with fine tuning cycle of 4 

epochs 

 

 

Table-3: ResNet 50 values with fine tuning cycle of 4 

epochs 
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Table-4: ResNet 34 values after fine-tuning in second 

cycle with 4 epochs 

 

Table-5: ResNet 50 values after fine-tuning in second 

with 4 epochs 

 
 

Table-6:   Classification accuracy rates of IDC using 

ResNet-50 and ResNet-34 models with three different 

ratios of training and testing datasets. 

 

 
 

7. CONCLUSIONS 

 Nowadays, public awareness about the Breast cancer 

has been improved. So earlier diagnosis and prognosis 

help to receive better treatment and thus can increase the 

survival rate of the patients. 80% of the breast cancers are 

IDC. Our ResNet 50 framework helps the pathologist to 

make better diagnosis of the patients’ cases to detect IDC 

with 91%    accuracy and in less time. 
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