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 Flight delay is inevitable and it plays an important role in both profits and loss of the airlines. An accurate estimation of 

flight delay is critical for airlines because the results can be applied to increase customer satisfaction and incomes of airline 

agencies. There have been many researches on modeling and predicting flight delays, where most of them have been trying to 

predict the delay through extracting important characteristics and most related features. However, most of the proposed methods 

are not accurate enough because of massive volume data, dependencies and extreme number of parameters. This paper proposes a 

model for predicting flight delay based on Machine Learning (ML). ML is one of the newest methods employed in solving 

problems with high level of complexity and massive amount of data. Moreover, ML is capable to automatically extract the 

important features from data. Furthermore, due to the fact that most of flight delay data are noisy, a technique based on stack 

denoising autoencoder is designed and added to the proposed model. Also, Various algorithms like Random Forest, Decision Tree, 

MLP Classifier are applied to find weight and bias proper values, and finally the output has    been optimized to produce high 

accurate results. 
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1. INTRODUCTION 

 Flight delay prediction is a critical area of research in 

aviation management. Delays in the aviation industry 

can result from various factors, including weather 

conditions, air traffic congestion, technical issues, and 

scheduling problems. Early research focused on 

deterministic models, but with the advent of big data 

and machine learning, the focus shifted towards 

data-driven predictive models. As the air travels have a 

significant role in economy of agencies and airports, it is 

necessary for them to increase quality of their services. 

One of the important modern life challenges of airports 

and airline agencies is flight delay. Delay in flight is 

inevitable, which has too much negative economic 

effects on passengers, agencies and airport. Furthermore, 

delay can damage the environment through fuel 
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consumption increment and also leads to emission of 

pollutant gases. In addition, the delay affects the trade, 

because goods’ transport is highly dependent to 

customer trust, which can increase or decrease the ticket 

sales, so that on time flight leads to customer confidence. 

So that, flight prediction can cause a skillful decision and 

operation for agencies and airports, and also a good 

passenger information system can relatively satisfy the 

customer. In this paper, we performed an aviation data 

analytic and apply machine learning techniques to 

realistic aviation dataset for flight arrival delay 

prediction. Instead of blindly testing machine learning 

models, we leverage the strength of data visualization to 

discover potential patterns of flight delay for a better 

understanding of the explored data and reasonable 

factors selection before building prediction models 

 

2. LITERATURE REVIEW 

A. Traditional Approaches to Flight Delay Prediction: 

Early studies in flight delay prediction utilized statistical 

methods and simple regression models. These 

approaches, while informative, lacked the accuracy and 

complexity to handle the diverse and dynamic factors 

contributing to flight delays. Some other research papers 

proposed a regression-based model considering 

historical delays and weather conditions but faced 

limitations in handling non-linear relationships. Several 

researchers have emphasized the importance of 

historical data analysis in flight delay forecasting. By 

examining past flight records, the researchers identified 

delay patterns, trends and causes. Factors such as 

weather, congestion, and flight-specific data have been 

extensively studied to develop predictive models. [1] 

B. Statistical analysis   

Government agencies have invested in econometric 

models that incorporate correlation analysis, both 

parametric and non-parametric tests, multivariate 

analysis, and various statistical techniques. These 

models are utilized to comprehend the connections 

between factors such as delay, passenger demand, fare, 

and aircraft size. [2] 

C. Probabilistic model and Machine Learning 

Techniques  

A probabilistic model utilizes analysis tools to calculate 

the likelihood of an event occurring, relying on historical 

data. The model provides an estimated result in the form 

of a probability distribution function. The element of 

randomness significantly influences the decisions or 

outcomes generated by the probabilistic model. 

Machine learning algorithms, particularly those based 

on artificial neural networks, decision trees, and support 

vector machines, have gained prominence in flight delay 

prediction. Researchers have explored the application of 

these techniques to effectively capture complex 

relationships among various influencing factors. Deep 

learning models, such as recurrent neural networks 

(RNNs) and long short-term memory networks (LSTMs), 

have also been employed to handle sequential data and 

improve prediction accuracy.  [3] 

D. Real-time data integration 

Integrating real-time data sources including flight data, 

airport crowd data, and even social media data has been 

a research interest By integrating these dynamic data, 

researchers aim to increase the timeliness and accuracy 

of delay forecasting, enabling airlines to respond quickly 

to probability concerns [4] 

E. Hybrid models and cluster methods 

To strengthen the forecasts, researchers have developed 

hybrid models that combine the strengths of different 

forecasting approaches. Ensemble techniques such as 

bagging and boosting have been used to create an 

integrated model that outperforms individual 

algorithms. These hybrid methods aim to reduce the 

limitations of specific methods and increase the overall 

prediction performance.  [5] 

 

3. METHODOLOGY 

1. The primary task of researchers and analysts is to 

identify the causes of flight delays. 

2. Particular attention was paid to the demands of air 

travel and the cyclical changes in the weather at this 

particular airport. 

3. The motivation of the study is to propose a method 

to improve the performance of the model without 

interfering with or affecting the planned costs. 

4. Developed a data mining model that can predict 

flight delays based on weather conditions. WEKA 

and R were used to model, identify classifiers and 

select those that gave the best results. Machine 

learning techniques such as Random forest, K- 

Nearest neighbor, and multilayer perceptron 

Analysis were used. 
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5. Focused on eliminating the impact of data 

imbalances in the data learning process. Methods 

such as decision trees, Ada boost, and K-nearest 

neighbors were used to predict individual flight 

delays. The model performed binary classification to 

identify scheduled flight delays. 

6. Developed a Detailed Policy Assessment Tool 

(DPAT) to promote minor changes to flight delays 

due to weather. 

7. He conducted emotional analysisand 

psychoanalysis, analyzing the minds and thoughts 

of people and studying their behavior. The result of 

the analysis is a collection of symptom-based 

concepts, also known as perceptual classification. 

A. Random Forest Algorithm 

Random Forest is an ensemble learning method that 

combines multiple decision trees to make 

predictions. It is effective for handling large datasets 

with numerous features and capturing complex 

relationships within the data. Random forest is a 

popular machine learning algorithm that includes 

supervised learning methods. It can be used for 

Classification and Regression problems in ML. It is 

based on the concept of group learning, which is the 

process of combining multiple classifiers to solve a 

complex problem and improve the performance of 

the model. Random forest is a Supervised Machine 

Learning Algorithm that is used widely in 

Classification and Regression problems. It builds 

decision trees on different samples and takes their 

majority vote for classification and average in case of 

regression. 

B. Decision Tree Algorithm 

Decision trees are versatile algorithms that can 

handle classification and regression tasks. 

Predictions are made by dividing the data set into 

smaller units based on different features. Decision 

trees are easy to interpret, making them useful for 

gaining insights into flight delay factors. Decision 

trees (DTs) are a supervised nonparametric learning 

method used for classification and regression. The 

goal is to build a model that predicts the value of an 

objective variable by learning simple decision rules 

from different data segments. 

C. K-Nearest Neighbor 

K-Nearest Neighbors (KNN) is a versatile machine 

learning algorithm that can be used for both 

classification and regression tasks. In the context of 

flight delay prediction, KNN can be applied as a 

regression algorithm to predict continuous 

numerical values, such as the delay time of flights, 

based on relevant input features from aviation big 

data. 

- Train the KNN regression model on the 

preprocessed aviation big data. The algorithm 

calculates the distance between the input data point 

and its K nearest neighbors in the feature space. 

- When making predictions for a new data point, the 

algorithm averages the target values of its K nearest 

neighbors to predict the flight delay time. 

D. Multilayer Perceptron 

Multilayer Perceptron (MLP) is a type of artificial 

neural network that can be used for flight delay 

prediction using aviation big data and machine 

learning. MLPs are particularly powerful for 

capturing complex, nonlinear relationships in the 

data.  

-Split the preprocessed data into training and testing 

sets. 

-Train the MLP model on the training data using 

backpropagation and an optimization algorithm like 

stochastic gradient descent (SGD) or Adam 

optimizer. 

-Monitor the model's performance on the validation 

set during training to prevent overfitting. You can 

use metrics like Mean Absolute Error (MAE) or Root 

Mean Squared Error (RMSE) to assess the model's 

accuracy. 

 

 
Figure 1: Architecture of System 

4. CONCLUSION 

After using these two models to predict whether the 

flight should be delayed and by how much it is expected 

to be delayed, we found that the following aspects are 

important: week, month, flight of use, scheduled time 
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(within the flight duration), both departure and 

departure point. destination Distance to destination, 

scheduled flight departure time, departure airport code 

and vehicle Check-in and check-out time. Using our 

model, it is possible to predict whether the flight will be 

delayed and, more importantly, how much it is expected 

to be delayed, based on the data collected. However, our 

model has some limitations, firstly, due to our power 

calculation, our model only includes one year of data, 

and making predictions will be easier than several years 

of data. In addition, some important information such as 

aircraft type is not included, as is information about 

specific weather conditions at the airport. Therefore, 

researchers may try to collect more data and use better 

computing power to build better models. This paper 

presents a method to estimate the total flight delay at an 

airport by analyzing the learning process. This way, we 

can predict the delay of new flights without needing 

months of data to build a forecast model. The next step 

will be to extend the model to international flights, or at 

least leverage more data to create more accurate 

predictions. Finally, the most interesting step will be the 

integration of these models into the flight booking tool to 

provide passengers with an estimate of future delay; 

however, given the impact this will have on the booking, 

confidence must be placed in the information provided. 
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