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With the numerous advantages and benefits, more and more people these days prefer buying things online 

over the conventional method of going into stores. Customers and prospects like to visit online stores. They 

enjoy the convenience, the speed and therefore time-saving, ease of transport , the way they can compare 

prices and check product reviews, the lack of pressuring by sales people and, of course, the infinite choice. 

With customer’s feedback manufacturer can improve their services and grab the opportunity to show 

anything they have to satisfy a complaining customer. Thus, extracting opinion target and opinion words 

from online product reviews has become an important task. So our goal is to mine the opinion for giving 

relevant result about specific product and to enhance the customer satisfaction, merchants and product 

manufacturers allow customers to review or express their opinions on the products or services. We are 

considering topic relation which is expected to benefit for performance improvement. 
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I. INTRODUCTION 

Product reviews are an essential part of an online 

store’s branding and marketing. They help build 

trust and loyalty, and typically describe what sets 

your products apart from others. Customers will 

first look for product ratings, i.e. ratings out of five 

stars, to see which products deserve their 

attention. Once a product has been clicked on, 

prospective customers will then compare reviews to 

one another and depend on the feedback from 

other customers. The study cited above has also 

found that 75% of customers state that reviews, 

not just ratings are “Important” to their decision to 

purchase a product from an online store. There are 

many techniques available for extracting opinion 

from online product reviews but in order to improve 

performance for getting accurate result, the topic 

relation model is used. [4] 

 

For example, The consumer gives their opinion 

about mobile on online shopping site like Flipkart 

such as  

“The Samsung’s processor is good, but its battery is 

Bad”. 

The Topic Relation model organizes data with 

respect to their topics such as: 

FlipkartElectronicMobileSamsung 

SamsungProcessor Good 

SamsungBatteryBad 
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And using OT&OW Extracting Algorithm, opinion 

targets and opinion words are extracted. An 

opinion targets are the attributes of the product, in 

above example Processor and Battery are the 

opinion targets. An opinion words are the words 

which describes opinion targets, for example good 

describes processor and bad describes battery. 

II. LITERATURE REVIEW 

M. Hu and B. Liu Authors proposed a number of 

techniques for mining opinion features from 

product reviews based on data mining and natural 

language processing methods. This method 

extracted frequent opinion target words based on 

association mining rules. The objective is to 

produce a feature-based summary of a large 

number of customer reviews of a product sold 

online. The system performs the summarization in 

two main steps: feature extraction and opinion 

orientation identification. The inputs to the system 

are a product name and an entry page for all the 

reviews of the product. It used nearest neighbor 

rules to identify opinion relations among words. 

Opinion targets and opinion words are then 

extracted iteratively using a bootstrapping 

process.[1] 

Kang Liu, LihengXu, and Jun Zhao propose a 

new ensemble approach to achieve some 

improvements in word alignment problems for 

low-resource languages. An approach is based on 

employing a combination of three different word 

aligners, two of them based on statistical models 

and one based on a heuristic model. Then resample 

training data for these algorithms to have several 

weak word alignment learners. Then the results of 

these weak learners are combined together to 

produce the final alignment. The underlying 

alignment algorithms used in this study include 

IBM Model 1, 2 and a heuristic method based on 

Dice measurement. This approach demonstrates 

significant improvement for alignment error rate 

despite training the algorithm on a tiny set of 

bilingual sentence pairs. An obvious consequence 

of having a small-sized training data is that the 

alignment error rate will not be very low; however 

the point is that having different alignment 

models improves the quality of alignment.[2] 

G. Qiu, L. Bing, J. Bu, and C. Chen The 

rudimentary conception of our approach is to 

extract opinion words (or targets) iteratively 

utilizing kenned and extracted (in anterior 

iterations) opinion words and targets through the 

identification of syntactic cognations. The 

identification of the cognations is the key to the 

extractions. An approach propagates information 

back and forth between opinion words and targets, 

call it double propagation. Opinion word sentiment 

or polarity assignment (positive, negative, or 

neutral) and strepitous target pruning methods are 

additionally designed to refine the initially 

extracted results. In evaluation, compare target 

extraction through double propagation approach 

with several state-of-the-art subsisting approaches 

in opinion lexicon expansion (or opinion word 

extraction) and target (or feature/topic) extraction. 

The results show that double propagation out- 

performs these subsisting approaches 

significantly.[3] 

 

F. Li, S. J. Pan, O. Jin, Q. Yang, and X. Zhu. In this 

paper, they proposed an area adjustment structure 

for assessment and point dictionary co-extraction 

in a space of intrigue where they don't require any 

marked information, yet have loads of named 

information in another related space. The system is 

twofold. In the initial step, they create a couple of 

high-certainty notion and theme seeds in the 

objective space. In the second step, they propose a 

novel Relational Adaptive bootstrapping (RAP) 

calculation to extend the seeds in the objective 

space by abusing the named source area 

information and the connections amongst point 

and estimation words. Test comes about 

demonstrate that their space adjustment system 

can extricate exact dictionaries in the objective 

area with no comment. [4] 

Z. Hai, K. Chang, J.-J. Kim, and C. C. Yang. In 

this paper, they proposed a novel technique to 

recognize assessment highlights from online audits 

by misusing the distinction in feeling highlight 

measurements crosswise over two corpora, one 

area particular corpus (i.e., the given survey 

corpus) and one space free corpus (i.e., the 

differentiating corpus). They caught this 

dissimilarity by means of a measure called area 

pertinence (DR), which portrays the significance of 

a term to a content gathering. They initially 

removed a rundown of applicant sentiment 

highlights from the space survey corpus by 

characterizing an arrangement of syntactic 

reliance rules. For each extricated applicant 

highlight, they then assessed its characteristic 

space significance (IDR) and extraneous area 

importance (EDR) scores on the area ward and area 

autonomous corpora, separately. Applicant 

includes that are less bland (EDR score not as 

much as an edge) and more space particular (IDR 

score more prominent than another edge) are then 
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affirmed as feeling components. They called this 

interim thresholding approach the inherent and 

extraneous area importance (IEDR) basis. Trial 

comes about on two certifiable audit areas 

demonstrate the proposed IEDR way to deal with 

beat a few other entrenched techniques in 

recognizing supposition highlights.[5] 

K. Liu, H. L. Xu, Y. Liu, and J. Zhao. This paper 

proposes a novel way to deal with concentrate 

feeling focuses by utilizing halfway directed word 

arrangement display (PSWAM). At initially, they 

apply PSWAM in a monolingual situation to mine 

conclusion relations in sentences and gauge the 

relationship between words. At that point, a 

diagram based calculation is abused to assess the 

certainty of every applicant, and the hopefuls with 

higher certainty will be separated as the sentiment 

targets. Contrasted and existing language 

structure based techniques, PSWAM can 

adequately abstain from parsing blunders when 

managing casual sentences in online audits. 

Contrasted and the techniques utilizing 

arrangement display, PSWAM can catch feeling 

relations all the more unequivocally through 

incomplete supervision from halfway arrangement 

joins. In addition, while assessing hopeful 

certainty, they make punishments on higher 

degree vertices in our diagram based calculation so 

as to decline the likelihood of the arbitrary walk 

running into the irrelevant districts in the chart. 

Subsequently, a few blunders can be kept away 

from. The trial comes about on three informational 

indexes with various sizes and dialects 

demonstrate that our approach beats cutting edge 

techniques.[6] 

K. Liu, L. Xu, and J. Zhao. This paper proposes a 

novel way to deal with concentrate supposition 

targets in light of word based interpretation display 

(WTM). At to begin with, we apply WTM in a 

monolingual situation to mine the relationship 

between conclusion targets and feeling words. At 

that point, a graph based calculation is abused to 

concentrate feeling targets, where hopeful 

sentiment pertinence evaluated from the mined 

affiliations, is consolidated with competitor 

significance to create a worldwide measure. By 

utilizing WTM, our strategy can catch assessment 

relations all the more correctly, particularly for 

long-traverse relations. Specifically, contrasted 

and past linguistic structure based strategies, our 

strategy can successfully dodge commotions from 

parsing blunders when managing casual messages 

in extensive Web corpora. By utilizing chart based 

calculation, supposition targets are removed in a 

worldwide procedure, which can successfully 

mitigate the issue of blunder engendering in 

customary bootstrap-based techniques, for 

example, Double Propagation. The exploratory 

outcomes on three certifiable datasets in various 

sizes and dialects demonstrate that our approach 

is more viable and hearty than condition 

of-workmanship strategies.[7] 

A. Mukherjee and B. Liu. In this paper, they 

investigate per user remarks about audits. 

Breaking down survey remarks is critical in light of 

the fact that audits just tell the encounters and 

assessments of commentators about the looked 

into items or administrations. Remarks, then 

again, are per users assessments of surveys, their 

inquiries and concerns. Plainly, the data in 

remarks is significant for both future per users and 

brands. This paper proposed two dormant variable 

models to at the same time model and concentrates 

these key snippets of data. The outcomes 

additionally empower arrangement of remarks 

precisely. Tests utilizing Amazon survey remarks 

show the viability of the proposed models. [8] 

L. Zhang, B. Liu, S. H. Lim, and E. 

O’Brien-Strain. This paper concentrates on mining 

highlights. Twofold proliferation is a best in class 

strategy for taking care of the issue. It functions 

admirably for medium-measure corpora. In any 

case, for huge and little corpora, it can bring about 

low accuracy and low review. To manage these two 

issues, two upgrades in view of part-entire and "no" 

examples are acquainted with increment the 

review. At that point highlight positioning is 

connected to the extricated include possibility to 

enhance the accuracy of the top-positioned 

applicants. They rank component applicants by 

highlight significance which is controlled by two 

variables: include importance and highlight 

recurrence. The issue is planned as a bipartite 

chart and the outstanding site page positioning 

calculation HITS is utilized to discover imperative 

elements and rank them high. Probes various 

genuine datasets indicate promising outcomes. [9] 

F. Li, C. Han, M. Huang, X. Zhu, Y. Xia, S. Zhang, 

and H. Yu. This paper concentrates on mining 

highlights. Twofold proliferation is a best in class 

strategy for taking care of the issue. It functions 

admirably for medium-measure corpora. In any 

case, for huge and little corpora, it can bring about 

low accuracy and low review. To manage these two 

issues, two upgrades in view of part-entire and "no" 

examples are acquainted with increment the 

review. At that point highlight positioning is 

connected to the extricated include possibility to 
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enhance the accuracy of the top-positioned 

applicants. They rank component applicants by 

highlight significance which is controlled by two 

variables: include importance and highlight 

recurrence. The issue is planned as a bipartite 

chart and the outstanding site page positioning 

calculation HITS is utilized to discover imperative 

elements and rank them high. Probes various 

genuine datasets indicate promising outcomes.[10] 

III. PROPOSED METHODOLOGY 

The topic relation is a fundamental subtasks for 

opinion mining. A topic relation is a list of topic 

expressions, on which the sentiment words are 

expressed. Extracting the topic relation from a 

categorical domain is consequential because users 

not only care about the overall sentiment polarity 

of a review but additionally care about which 

perspectives are said in audit. Take note of that, 

related to assessment dictionaries, diverse spaces 

may have altogether different theme connection. 

Nonetheless, the execution of these techniques 

profoundly depends on physically commented on 

preparing information. As a rule, the naming work 

might be tedious and lavish. It is infeasible to 

comment on every space important to manufacture 

exact area subordinate dictionaries. It is more 

alluring to consequently  develop exact 

vocabularies in spaces of intrigue  by exchanging 

awareness from different areas.  In this paper, we 

focus on the co-extraction undertaking  of theme 

connection in an objective area where we don't 

have any named information, however have a lot of 

marked information in a source space. We will 

probably use the awareness extricated from the 

source space to profit vocabulary co-extraction in 

the objective area. To address this scrape, we 

propose a two-organize space adjustment strategy. 

In the initial step, we construct a scaffold between 

the source and target areas by recognizing some 

pervasive opinion words as slant seeds in the 

objective space, for example, “good”, “bad”, “nice”, 

etc. From that point onward, we incite theme seeds 

in the objective space by mining some broad 

syntactic relation designs between the supposition 

and subject words from the source area. In the 

second step, we propose an OT&OW removing 

calculation to extend the seeds in the objective 

area. Our proposed technique can use auxiliary 

marked information from the source area and in 

addition misuse the connections between the 

subject and assumption words to proliferate data 

for vocabulary development in the objective space. 

 

Input: 

Workload (W ) -> w1,w2,w3..... (hint : review list) 

Resource (RT) -> RT1,RT2,RT3...  (hint : OTs) 

Resource (RW) -> RW1,RW2,RW3… (hint : OWs) 

Output: Migration List M)-> m1, m2, m3. 

Step 1: START 

Step 2: Extract Total workload list W  

Step 3: Access total Resource list RT  

Step 4: Access total Resource list RW  

Step 5: Set x=1, 2, 3  

Step 6: Look for RT(x) in W(x) ................... (Hint: 

x is a variable here) 

Step 7: Repeat RT(X) in W(X) till W 

Step 8: Extract All T(x) from W(x)  

Step 9: Look for RW(x) from W(x)  

Step 10: Repeat for RW(x) until last W(x) 

Step 11: Assign good/bad tag to W(x) 

Step 12: Extract the result with tag and 

W(x)  

Step 13: end 

 

Output: 

Migration List (M) -> m1,m2,m3... 

IV. SYSTEM ARCHITECTURE 

In the proposed system there are following modules 

1. Reviews from different online portals 

2. Mining reviews 

3. Extraction of Opinion targets and words 

4. Alignment of Opinion targets and words 

 

 
 

Figure 1: Proposed system architecture 
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All the modules rely on the review of the product 

given by ecommerce websites. The review is store in 

database topic wise. 

Then the opinion word which matches to that topic 

(i.e. Opinion target) get aligned to it so that it is 

auxiliary to extract the opinion word of respective 

opinion target. The assignment of good and 

deplorable tags to the topic or opinion target is 

additionally plays a consequential role. 

 

V. SOFTWARE REQUIREMENT SPECIFICATION 

Proposed design is planned to implement above 

requirement using following configuration  

 OPERATING SYSTEM : WINDOWS XP/7/8. 

  DATABASE : MYSQL 

  DEVELOPMENT KIT : JAVA/J2EE 

  IDE : NETBEANS 

 

VI. MATHEMATICAL MODEL 

 

 Set Theory 

A set is defined as a collection of distinct objects of 

same type on class of objects. 

The object of a set are called elements or members 

of the set. Object can be number,alphabet, names 

etc.  

In our project we are using four set S, A, B, and F. 

 Set S is System 

 Set A is Admin 

 Set B is Buyer 

 Set F is Final result 

 

Objects in whole system are 

 O1 is Create environment object 

 O2 is Crete Environment 

 O3 is Display Environment 

 O4 is Login 

 O5 is Verification 

 O6 is Authentication 

 O7 is Set Of Action performed 

 O8 Add products 

 O9 View Products 

 O10 Buy Product 

 O11 Give feedback 

 O12 extract opinion target and words 

 S= O2, O3, O4,O5, O6, O7 

 A = O4, O8 

 B= O9, O10,O11 

 F= O12 

 

Union of sets:- 

Union of two sets A and B is defined to be the set of 

all those elements which belongs to set A or set B or 

both and is denoted by A U B 

in our project we are drawing the mathematical 

module and showing the union operation on 

different sets. they are as follows 

 

1) S U A 

2) S U B 

3) S U F 

4) A U B 

5) A U F 

6) B U F 

7) S U A U B U F 

 

1) S U A = {O2, O3, O4, O5, O6, O7, O8} 

2) S U B = {O2, O3, O4, O5, O6, O7, O8, O9,  O10, 

O11} 

3) S U F = {O2, O3, O4, O5, O6, O7,O12} 

4) A U B = {O4, O8, O9, O10,O11} 

5) A U F = {O4, O8, O12} 

6) B U F = {O9, O10,O11, O12} 

VII. PROPOSED RESULT 

Our proposed method is efficacious for topic 

relation co-extraction of opinion target and opinion 

word. Withal, it ameliorates performance over the 

traditional methods. It shows that our method 

performs commensurably with state-of-the-art 

methods on both datasets of Opinion target and 

opinion word. 

VIII. CONCLUSION 

This paper proposes a topic relation method for 

co-extracting opinion targets and opinion words. 

Our main contribution is fixated on extracting 

opinion target and word topic sapient. Compared to 

precedent methods predicated on utilizing a word 

alignment model, our method captures opinion 

target and words more precisely and consequently 

is more efficacious for opinion target and opinion 

word extraction. 
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